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Abstract: This paper studies the data distribution problem of full comparative computing, proposes 

a data distribution model and related algorithms based on Particle Swarm Optimization (PSO) 

algorithm, and conducts experiments on the algorithm. The experimental results show that the data 

distribution scheme given by the data distribution model of the particle swarm optimization algorithm 

can realize the complete localization of the data files required by the task, and can reduce the use of 

storage space in the distributed system. In terms of load balancing, the task scheduling scheme given 

by this model can achieve load balancing among various nodes in a distributed system. In terms of 

computing time, the model can find data distribution schemes and task scheduling schemes at a faster 

rate and can better complete the data distribution of full comparison calculations in a distributed 

system. The data distribution model of the particle swarm optimization algorithm effectively solves the 

data distribution problem of large-scale full-comparison computing and will promote the research 

progress of bioinformatics, natural language processing, and other fields. 

 

Keywords: Data distribution, Particle swarm optimization, Load balancing, Hadoop 

1. Introduction 

Full comparison calculation is a typical calculation mode [1], used to solve a type of 

calculation associated with pairwise data files. Full-comparative computing, as a special 

computing model, frequently appears in many disciplines, such as bioinformatics [2], 

biometrics [3], traditional machine learning field [4][5][6], natural language processing field 

[7], the field of traffic big data [8][9]. Scholars at home and abroad have been researching 

full-comparative computing, and full-comparative computing is one of the research hotspots. 

In foreign countries, some scholars have copied all the data required for the full comparison 

task on each computing node in the distributed cluster [10]. This distribution method is 

suitable for small data volumes and will cause serious network congestion and waste of 

storage space in the face of massive data. Someone used Hadoop Distributed File System 

(HDFS) to store the data needed to perform full comparison tasks [11]. HDFS uses a 

distributed copy storage solution, and this component uses a storage solution with 3 copies by 

default. Although this data storage method can save storage space, it cannot guarantee the 

complete localization of the data when performing comparison tasks. Chaudhary et al. built a 

heterogeneous computing platform when analyzing biological sequences. To achieve load 

balancing of the entire system, they allocate tasks according to the hardware configuration of 
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the nodes. In terms of data distribution, they split the database and then distribute it to various 

nodes. Although a heterogeneous computing platform is used for calculation, it is still 

unavoidable to request data from other nodes in the cluster [12]. For the general full 

comparison data distribution scheme, some scholars have proposed the use of heuristic 

schemes for data distribution and task scheduling of full comparison calculations [13]. This 

method uses enumeration to obtain the optimal data distribution plan. When encountering 

large data sets, this method will become an NP-hard problem. Based on this research, the 

scholar put forward the idea of using a simulated annealing algorithm to construct a meta-

heuristic data distribution algorithm, which can effectively reduce the use of storage space in 

distributed systems [14][15][16][17][18]. 

In China, some scholars have proposed the use of graph coverage to allocate data for full 

comparison tasks and proposed the DAABGC algorithm based on graph coverage theory 

[19]. The DAABGC algorithm can obtain a better data distribution scheme under the 

condition that the number of files is the same as the number of nodes, but it is not suitable for 

scenarios where the number of data files and the number of nodes are different. In the 

previous full comparative computing research, the branch and bound method were used to 

complete the data distribution of the full comparison calculation. Although this method can 

obtain the optimal data distribution plan, it needs to sacrifice a certain amount of solution 

time. 

At present, there are still some problems in the data distribution research results of full 

comparative computing. In this paper, the theoretical analysis of the data distribution problem 

of full comparative calculation is further carried out. The problem is combined with the idea 

of Particle Swarm Optimization, and a data distribution model is proposed. Swarm 

optimization realizes load balancing data distribution algorithm and particle swarm 

optimization realizes optimal storage data distribution algorithm.  

Finally, the feasibility of the model is verified based on MATLAB, and the related 

experiments are compared with the data distribution strategy of the Hadoop framework to 

verify that the algorithm is in the distributed system in terms of load balancing, storage space 

occupation, data localization, and algorithm operation speed.  

2. Basic theoretical research 

2.1. Full comparison calculation 

In the data set of the full comparison calculation, the comparison calculation between the 

two data must only occur once. In a data set with   data files and a distributed cluster of   

nodes, let the specific comparison algorithm be       , where   and j are the two data files in 

the data set. The full comparison calculation can be formally described as formula (1). 

Among them,      is the calculation result of the comparison operation       . 

     {      ∣∣                          }                       

2.2. Data distribution model construction 

The data distribution work in a homogeneous distributed system, assuming that the 

software and hardware configurations of each node in the distributed system are consistent. In 

the nucleic acid sequence alignment, the size of the data file is the same or approximately the 

same. Suppose there are   data files in the data set, and the size of each data file is   , 
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         . Then the formal description of the same or approximately the same size of the 

data file is as follows: 

                                                                          

The data distribution work of full comparison calculation should balance the load between 

nodes and reduce the overall storage space usage of the distributed system. At the same time, 

it is necessary to ensure that each comparison task can use data with localized attributes and 

to reduce the storage space on each computing node as much as possible. During the 

comparison operation of the two data files, the sum of the size of the two data files will be 

proportional to the calculation amount of the comparison operation. Let     denote the 

calculation amount of the comparison task       . Then     has the following relationship 

with data file i and data file  : 

                                                                  

According to formula (2), it can be known that all the values of     will be the same or 

approximately the same. Assuming that   comparison tasks are allocated to node  , the 

calculation amount of each task is    
 ,   and   are the numbers of the data files distributed to 

node  , and the task volume size    on node   is: 

   ∑  

 

   

   
                                                                    

Let        be the total number of tasks in the full comparison calculation. A comparison 

task is related to two different data files. When there are   data files in the data set,        is: 

       (
 
 

)  
      

 
                                                         

Use     to indicate whether the comparison task k is allocated to node  . From formula 

(1), it can be seen that     is unique. When task allocation is performed, each comparison 

task can and must be allocated to a computing node. The value of     is used 0 and 1 are used 

to indicate, 1 indicates that the comparison task   is allocated to the computing node  , and 0 

indicates that no allocation is performed. 

                                                                        

Let    represent the size of the k-th task, and then the task amount    on node   in formula 

(4) can be redefined as: 

   ∑  

 

   

(     )                                                          

In a distributed system with   computing nodes,    is used to represent the size of task  , 

and the average calculation amount of nodes      for full comparison calculation is: 

     
 

 
∑  
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From formula (7) and formula (8), the degree of deviation    of the calculation amount of 

node   relative to      can be obtained. 

   |       |                                                            

Then the load balancing of the distributed system can be described as; 

   ∑  

 

   

                                                                       

Let    denote the total size of files distributed to node  . Suppose the number of files 

distributed to node   is         , and the size of file   in    is   . Then there are: 

   ∑ 

  

   

                                                                 

Let               be the upper limit of the storage space of node p, and the total size 

of the files distributed to node p cannot exceed   . 

                                                                           

Taking formula (10) as the solution goal, the load balancing solution model of the full 

comparison calculation in the distributed system is obtained as follows: 

   ∑  

 

   

 || ∑  

      
 

   

       
 

 
∑  

      
 

   

   ||

    

{
 
 
 

 
 
 ∑  

 

   

               
      

 

∑  

  

   

                     

                   
      

 
          

                       

According to formula (13), the scheduling of the full comparison task in the distributed 

system will enable the load balance among the various computing nodes and can ensure that 

the data files required by each comparison task have data locality. On this basis, the model is 

optimized, looking forward to finding a data distribution plan that minimizes the storage 

space required in the distributed system. 

There is a many-to-many relationship between data files and comparison tasks, that is, the 

same data file is related to multiple comparison tasks, and a comparison task requires two 

data files. Based on this many-to-many relationship, the task allocation is reorganized, the 

computing node that executes the comparison task   is adjusted, the data file distribution plan 

is modified, and a data distribution plan and a task scheduling plan are obtained. 
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The calculation amount of each node in the load balancing state can be obtained by 

formula (13), which is denoted as              . There may be numerical differences 

between   . In the optimization algorithm, the amount of calculation on each computing node 

does not exceed the maximum value of   . According to the description of the calculation 

amount of the node by formula (7), the relationship between the task distribution on the node 

  at a certain time and the calculation amount is as follows: 

∑  

      
 

   

                                                              

In a distributed system with n computing nodes, m data files are distributed. Each file has 

at most one backup on a computing node. Use     to indicate whether to distribute the j-th 

data file to the p-th node. When the value of     is 1, it means to distribute the j-th data file to 

the p-th node. On the node, when     is 0, it means no distribution. Therefore, the optimal 

storage data distribution scheme corresponding to the data distribution strategy of the full 

comparison calculation under the distributed system can be described as the following 

equation: 

   ∑  

 

   

∑ 

 

   

                                                                   

According to formula (13), formula (14), and formula (15), the optimized distributed 

system under the full comparison calculation data distribution model is shown in formula 

(16): 

    

{
 
 
 
 

 
 
 
 ∑  

 

   

               
      

 

∑  

      
 

   

    
                        

                 
      

 
          

                            

                            

According to formula (16), the data distribution of full comparison calculation is 

performed, and the obtained data distribution result will reduce the storage space of the 

distributed system, and realize complete data localization and load balancing. 

3. Particle swarm optimization data distribution model algorithm design 

The particle swarm algorithm is a group heuristic algorithm, which was jointly proposed 

by American social psychologist Kenedy and electrical engineer Eberthart in 1995. According 

to the theoretical analysis of the data distribution problem of the full comparison calculation 

above, the particle swarm optimization data distribution model consists of two parts. The first 

part is to find the data distribution plan and task scheduling plan that make the distributed 

system achieve load balance. Based on the load balancing results of the first part, the 
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optimization solution is carried out, and the use of storage space in the distributed system is 

reduced under the premise of ensuring load balancing. For ease of description, the first part of 

the DDMPSO model is called the Data Distribution Algorithm based on Particle Swarm 

Optimization to achieve Load Balancing (DDAPSOLB), and the second part of the DDMPSO 

model is called the Data Distribution Algorithm based on Particle Swarm Optimization to 

Achieve Optimal Storage (DDAPSOBS). 

3.1. Particle swarm optimization to achieve load balancing data distribution algorithm 

design 

The DDAPSOLB algorithm will be designed regarding formula (13) to obtain a data 

distribution plan for load balancing in a distributed system. The parameter settings are shown 

in Table 1. 

Considering that the comparison task scale of the full comparison problem will increase 

after the number of data files increases, and the full comparison calculation is related to the 

number of nodes in the distributed system, the particle dimension D is dynamically adjusted. 

The dimension of a single particle is specified as the product of the number of nodes in the 

distributed system and the number of comparison tasks   . 

Table 1: Parameter setting 

Reference Parameter value 

Maximum number of iterations T 100 

Particle population size N 100 

Particle dimension D        

Inertial weight             

Acceleration factor    1.5 

Acceleration factor    1.5 

Particle velocity          

Inertia weight is a very important control parameter in particle swarm algorithm, which can 

be used to control the development and exploration ability to solve the algorithm. In the 

optimization process of the DDAPSOLB algorithm, feasible solutions with better fitness 

values will be obtained generation by generation. Therefore, it is hoped that the particles will 

be more active when the optimization is started, that is, the speed will be faster. As the 

optimization progresses, the motion state of the particles will gradually become stable, so the 

linear decrementing weight strategy is adopted in the DDAPSOLB algorithm. 

DDAPSOLB algorithm involves several update rules, including inertia weight update 

rules, particle flight speed update rules, and particle position update rules 

Let w denote the inertia weight of the current particle,      and      denote the 

minimum and maximum values of the inertia weight respectively,      is the maximum 

number of iterations, and   is the current iteration number of the DDAPSOLB algorithm. 

Then   can be formally expressed as: 

       
            

    
                                                    

In the t-th iteration, the flight speed of the j-th dimension of particle   is      ,    and    

are acceleration coefficients, RAND is a random number between 0∼1, and        is the code 
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of the j-th dimension of medium particle  ,        is the individual best position of particle  , 
and ,     is the global best position obtained in the t-th iteration. Then the flight velocity 

         of the j-th dimension of particle   in the     iteration is: 

                       [             ]  

      [           ]
                         

Whether to update the position is determined by the probability q, let the variable     

represent the probability of whether to update, when the value of     is 1, it means updating, 

and when the value of     is 0, it means not updating. Its formal description is shown in 

formula (19) and formula (20): 

  
 

         
                                                                    

    {
     
     

                                                                    

Among them,     is the current velocity of the j-th dimension of particle  , and   represents 

a random number between 0∼1. When      , update the position. The fitness function of 

the DDAPSOLB algorithm is used to evaluate the degree of load balancing of the distributed 

system corresponding to the particle code, and its mathematical principle follows the formula 

(9). 

3.2. Particle swarm optimization realizes optimal storage data distribution algorithm 

design 

The DDAPSOBS algorithm is used to optimize the amount of storage space that each node 

in the distributed system needs to provide under the condition of ensuring that each node in 

the distributed system achieves load balance. After the calculation of the DDAPSOLB 

algorithm is completed, a full comparison computing task scheduling scheme that enables the 

distributed system to achieve load balancing can be obtained, as well as the amount of 

calculation that each node in the distributed system needs to undertake. The maximum value 

of node calculation Cmax is selected from the calculation amount of each node as a constraint 

condition in the DDAPSOBS algorithm. 

The idea of the DDAPSOBS algorithm is similar to that of the DDAPSOLB algorithm, and 

the relevant parameters are consistent with Table 1 except for the particle population size N. 

The particle population size N is taken as 10 in the DDAPSOBS algorithm. The purpose of 

this is to reduce the population size and improve the computational efficiency of the 

algorithm. 

The DDAPSOLB algorithm obtains the best position of the particles that enable the system 

to achieve load balancing. Therefore, in the population initialization work in the DDAPSOBS 

algorithm, only N copies of the code are needed, and the code of the particles can be adjusted 

by satisfying the formula (14) to achieve the diversity of the initial population. The fitness 

value corresponding to the DDAPSOBS algorithm is the storage space size of the distributed 

system corresponding to the current code of the particle. Using the formula (16) to develop 

the algorithm, the update rules related to particle swarm optimization are consistent with the 

DDAPSOLB algorithm, and the specific location update rules have been changed. 
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4. Related experiments and result analysis 

4.1. Evaluation index 

This paper will analyze and evaluate the DDMPSO model using four evaluation indicators: 

load balancing, storage-saving rate, data localization rate, and model calculation time. 

Load balancing. According to formula (9), the load balance deviation degree    of node i 

can be obtained, and the set of all    is F. Load balancing has three states: full load balancing 

STATE1, approximate load balancing STATE2, and non-load balancing STATE3. The 

mathematical description corresponding to load balancing LB is shown in formula (21), 

where c is the set of calculations for all tasks. 

   {

                         
                              
             

                                     

The calculation of the storage-saving rate will use the entire data required for the full 

comparison calculation to distribute a copy to each node in the distributed system. The 

storage space required by the distributed system is used as the denominator, and the 

numerator is the storage space required by each node, sum.   data files,   nodes, let    be the 

storage-saving rate, the calculation formula of    is as follows: 

     
∑   

    ∑    

       

 ∑   
      

                                                       

In formula (22),    represents the size of file  ,     is the size of file   distributed to  , and 

   represents the number of files distributed to node  . 

4.2. Experimental plan design 

Considering whether the file size is the same and whether the number of comparison tasks 

of the full comparison calculation can be divisible by the number of nodes in the distributed 

system, and analyzing the combination of these two conditions, the following four sets of 

experimental schemes can be obtained. 

(1) The file size is the same, and the number of comparison tasks cannot be divisible by the 

number of nodes 

(2) The file sizes are not the same, and the number of comparison tasks can be divisible by 

the number of nodes. 

(3) The file size is not the same, and the number of comparison tasks cannot be divisible by 

the number of nodes 

A gene sequence file downloaded from the National Biotechnology Center will be 

segmented and processed. Divide the gene sequence file into 12 small files of different sizes, 

and select 10 data files from them for experiment each time. The sizes of the data files after 

segmentation are [9.7 MB, 9.7 MB, 9.7 MB, 9.7 MB, 9.7 MB, 9.7 MB, 9.7 MB, 9.7 MB, 9.7 

MB, 9.7 MB, 8.1 MB, 12.1 MB]. Take the data file as an example to design the experiment 

scheme. 



Journal of Science and Engineering Research 

 

 

 

Copyright ⓒ 2022 JSER            29 

When using Hadoop for data distribution, it has better storage-saving performance [13]. 

Using HDFS components and MapReduce components to cooperate, can better complete the 

data distribution work of the full comparison calculation. Before performing the DDMPSO 

model verification experiment, first, use Hadoop to perform four sets of data distribution 

experiments, and write a MapReduce program to read the data files to simulate the file 

loading operation in the sequence comparison. Record the data distribution plan and task 

scheduling of the full comparison calculation in each group of experiments, and use it for 

comparison with the experimental results of the DDMPSO model. The files and node 

information of the four groups of experiments are shown in Table 2. The experimental 

scheme shown in Table 2 is designed to cover the possible conditions of the file size being the 

same and whether the number of tasks can be evenly divided by nodes, and it is universal for 

the number of other nodes and file size lists. 

Table 2: Experimental plan design 

Experiment number Number of nodes File size list 

1 5 
 9.7MB,9.7MB,9.7MB,9.7MB,9.7MB, 

9.7MB,9.7MB,9.7MB,9.7MB,9.7MB] 

2 4 
[9.7MB,9.7MB,9.7MB,9.7MB,9.7MB, 

9.7MB,9.7MB,9.7MB,9.7MB,9.7MB] 

3 5 
[9.7MB,9.7MB,9.7MB,9.7MB,9.7MB, 

9.7MB,9.7MB,9.7MB,8.1MB,12.1MB] 

4 4 
[9.7MB,9.7MB,9.7MB,9.7MB,9.7MB, 

9.7MB,9.7MB,9.7MB,8.1MB,12.1MB] 

Table 3: Hadoop experiment results 

Experiment 

number 
Node number 

Data distribution 

plan 
Task performance 

1 

Node1 2,3,4,5,7,9,10 37,38,39,40,41,42,43,44,45 

Node2 2,3,4,6,8,10 28,29,30,31,32,33,34,35,36 

Node3 1,4,6,7,8,9,10 1,2,3,4,5,6,7,8,9 

Node4 1,5,6,7,8,9 10,11,12,13,14,15,16,17,18 

Node5 1,2,3,5 19,20,21,22,23,24,25,26,27 

2 

Node1 1,2,3,4,6,7,8,9,10 37,38,39,40,41,42,43,44,45 

Node2 1,3,5,7,8,9,10 25,26,27,28,29,30,31,32,33,34,35,36 

Node3 1,2,4,5,6,10 1,2,3,4,5,6,7,8,9,10,11,12 

Node4 2,3,4,5,6,7,8,9 13,14,15,16,17,18,19,20,21,22,23,24 

3 

Node1 1,2,4,6,7,8,10 1,2,3,4,5,6,7,8,9 

Node2 1,2,3,5,7,10 28,29,30,31,32,33,34,35,36 

Node3 1,4,5,6,8,9 10,11,12,13,14,15,16,17,18 

Node4 2,3,5,7,8,9 19,20,21,22,23,24,25,26,27 

Node5 3,4,6,9,10 37,38,39,40,41,42,43,44,45 

4 

Node1 1,2,3,4,8,9,10 13,14,15,16,17,18,19,20,21,22,23,24 

Node2 1,3,5,6,7,8,10 25,26,27,28,29,30,31,32,33,34,35,36 

Node3 2,4,5,6,7,8,9,10 37,38,39,40,41,42,43,44,45 

Node4 1,2,3,4,5,6,7,9 1,2,3,4,5,6,7,8,9,10,11,12 
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4.3. Hadoop data distribution experiment 

This article compares the data distribution results using Hadoop with the data distribution 

results obtained from the DDMPSO model in terms of three evaluation indicators: load 

balance, storage savings, and data localization. 

Table 3 shows the data distribution plan of Hadoop and the execution of full comparison 

computing tasks obtained by completing four sets of experiments in sequence based on 

Hadoop. The statistics of the data distribution plan are obtained based on the web interface 

provided by Hadoop, and the task execution status is obtained based on the simulated full 

comparison calculation program. 

Compared with the data distribution scheme in which all the data required for the full 

comparison calculation is distributed to all nodes once, the storage savings of the Hadoop 

cluster can be obtained. The storage-saving rate of the four sets of experiments is shown in 

Figure 1. In this experiment, the default number of copies of Hadoop is 3, the number of 

computing nodes in experiment 2 and experiment 4 is 4, and the storage-saving rate of the 

distributed system is 25%; when the number of computing nodes is 5, the distribution of 

experiment 1 and experiment 3 The storage-saving rate of the integrated system is 40%. 

 

 

Figure 1: Storage savings rate of Hadoop experiment 

Analyze the data distribution scheme and task execution in Table 3, combined with the 

data sending characteristics of Hadoop when requesting data from HDFS: When the client 

requests data from HDFS, the NameNode will send the data to the DataNode that meets the 

conditions and is closest to the client. The data is sent to the client. It can be analyzed whether 

the data requested by each comparison task is local or other nodes during the full comparison 

calculation. The data local rate of the node in the four experiments is shown in Figure 2. It 

can be seen from the figure that when Hadoop is used for full comparison calculation when 

the number of copies of the data file is 3, the distributed system cannot achieve complete data 

localization. 
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Figure 2: Data localization for Hadoop experiment 

4.4. DDMPSO model experiment 

Experiment with the experimental plan designed in Section 4.2. The storage-saving rate of 

the distributed system is shown in Figure 3, and the load balancing situation is shown in 

Figure 4. 

 

Figure 3: Storage savings for the DDMPSO model 
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Figure 4: Load balancing of DDMPSO model 

It can be seen from Figure 3 that the storage-saving rate of the DDMPSO model is higher 

than the data distribution strategy of Hadoop in most cases. Although the storage-saving rate 

of Experiment 3 is not as good as that of Hadoop, the data localization rate of the DDMPSO 

model can achieve complete data localization of all nodes under any circumstances, while the 

data distribution strategy of Hadoop cannot achieve this effect. Analysis of Figure 4 shows 

that the DDMPSO model can enable full comparison calculations in distributed systems to 

achieve complete load balancing or approximate load balancing. When the branch and bound 

method is used to solve the data of the same scale, it often takes 20 h to solve the problem, 

and the DDMPSO model can complete the calculation in 20-40 s. From an efficiency point of 

view, the DDMPSO model has significant advantages. 

4. Conclusion 

The full comparison computing data distribution strategy is the key to improving the 

overall computing performance of the distributed cluster system. Aiming at the disadvantages 

of existing data distribution strategies such as unbalanced computing load, incomplete data 

localization, wasted storage space, and slow computing speed, this article takes load 

balancing and optimized storage as the optimization goal under the premise of satisfying 

complete data localization. Combined with an optimized particle swarm algorithm, a data 

distribution model is proposed. The model optimizes the particle evolution rules in the way of 

task disturbance and exchange of tasks, which effectively avoids the algorithm from falling 

into the local optimum. Through experiments such as computational load, storage occupancy, 

and data localization, the results show that compared with the data distribution strategy of the 

open-source framework Hadoop, the data distribution model and algorithm of the proposed 

particle swarm optimization algorithm has computational load balancing, complete data 

localization, Advantages such as small storage space and fast calculation speed. 
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