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Abstract: With the rapid development of various Internet services, it has become easier to obtain 

auxiliary information. The application of such auxiliary information to the recommendation algorithm 

will improve the recommendation performance, but it also brings new ideas to the modeling ability of 

the recommendation algorithm. Based on the DeepWalk algorithm, this paper proposes a network 

representation learning recommendation algorithm based on a random walk. The number of wandering 

sequences is determined according to the importance of the nodes, and the termination probability is set 

so that the lengths of the wandering sequences are not the same, which is closer to the real situation. At 

the same time, in the process of node representation learning, the attribute information of the node is 

merged, the weight of the attribute information of the node is adaptively adjusted, and the distance 

between the context node and the central node is considered to obtain more accurate recommendation 

results. Experimental results on 3 data sets show that the algorithm has good recommendation 

performance and effectively solves the cold start problem. 

 

Keywords: Network representation learning, Recommendation algorithm, User preference, 

Sequence length, the Context node 

1. Introduction 

With the rapid development of information technologies such as the Internet and artificial 

intelligence, the amount of information has increased exponentially, and the problem of 

information overload has become increasingly prominent [1][2][3][4][5]. To solve this 

problem, a personalized recommendation system came into being [6]. The personalized 

recommendation system models and analyzes user preferences based on user historical 

behavior data, and then provides personalized information recommendations for users to 

facilitate users to obtain information about their own needs [7]. The recommendation system 

provides targeted product information recommendation services to each user while filtering 

out information that users are not interested in, effectively saving people's information 

screening time. A personalized recommendation system has become a hot research direction 

due to its excellent performance in information recommendation. 

With the rapid development of various Internet services, it has become easier to obtain 

auxiliary information. The application of such auxiliary information to the recommendation 

algorithm will improve the recommendation performance, but it also brings new ideas to the 
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modeling ability of the recommendation algorithm. The recommendation algorithm based on 

the graph model is the current direction, but it is not easy to integrate auxiliary information, 

and the combination of the powerful network extraction ability of Network Representation 

Learning (NRL), and the recommendation algorithm based on the graph model can improve 

the scalability of the algorithm. In general, network representation learning is to represent 

each node in the network in the form of dense, low-dimensional vectors, and make these low-

dimensional vectors have the ability to express and reason, to use these vectors as input for 

node classification, link prediction, and recommendation in the system. 

Based on the above design ideas, researchers apply network representation learning 

technology to recommendation algorithms to improve their modeling capabilities. Nguyen et 

al., [8] use TransR to extract the structured information of the item and combine the 

structured information, text information, and visual information of the item to make 

recommendations. Barkan et al. [9] used the Word2vec method proposed by Google to 

implement item-based collaborative filtering recommendations. Zhou et al., [10] proposed a 

random walk-based network representation learning method for asymmetric structure. In this 

paper, the classic Deep Walk [11] algorithm is improved. For application scenarios where the 

recommendation target and the recommended object are the same types, a recommendation 

algorithm based on random walk network representation learning is proposed. 

 

2. Theoretical Research 

In the early days, NRL technology mainly performed dimensionality reduction 

representations on sparse high-dimensional nodes, including Principal Component Analysis 

(PCA), Locally Linear Embedding (LLE) [12], and Laplacian feature mapping [13], etc., but 

the algorithm complexity is relatively high and the application conditions are relatively strict, 

so it is difficult to deploy applications in large-scale networks. With the development of NRL 

technology, researchers are committed to combining it with the recommendation algorithm, 

so the Word2vec model, Deep Crossing model [14], and other algorithm models applied to 

the recommendation system are proposed. 

The Word2vec model can better calculate the similarity between words, and the Skip Gram 

model is one of the word vector training models. For the headword, the network model can 

increase the occurrence probability of context words while reducing the occurrence 

probability of other irrelevant words. Since the vocabulary used for training the network is 

usually very large, if the entire vocabulary is updated after each prediction of the context, it 

will lead to an excessive amount of calculation. Therefore, it is necessary to optimize the 

model to speed up the training process. In the Skip Gram model based on Negative Sampling, 

for the central word w, it is stipulated that the context words are all positive samples, and the 

remaining words are all negative samples. Let the context set obtained by random walk 

sampling be Context(w), then for a set of sampling <w Context(w)>, maximize the objective 

function as follows: 

 ( )  ∏           ( ) ∏    ( )   ( )  (  ∣  )    (1) 

Where Negative sampling is required for each word   in the context of  , and     ( ) 
represents the set of negative samples for  . In   words, the frequency of    is  (  ), and the 

probability of being sampled is as follows: 

 (  )  
 (  )

 
 

∑   
     (  )

 
 

         (2) 
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Introduce the flag   ( ), for a positive sample   * +, set   ( )  1, for a negative sample 

      ( ), set   ( )   , The conditional probability in formula (1) is expressed as follows: 

 (  ∣  )  [ (  
   )]

  ( )
 [   (  

   )]
    ( )

  (3) 

Where   is the Sigmoid function;    represents the result of the product of the input word 

vector and the hidden layer weight matrix;    represents the word   corresponding to a 

certain column in the output layer weight matrix, and    is the auxiliary word vector of word 

 . Expanding to the total corpus  , maximize the objective function as follows: 

 ∏      ( )     (4) 

For the convenience of calculation, the final objective function can be obtained after taking 

the logarithm: 

  ∑      ∑          ( )  ∑    * +     ( )  { 
 ( )       (  

   )  

,    ( )-     [   (  
   )]}

 (5) 

Deep Walk [11] applies Natural Language Processing (NLP) to NRL. Deep Walk regards 

the fixed-length sequence of nodes obtained by a random walk in the network as sentences in 

NLP and regards the nodes in the sequence as words in NLP. Experiments show that the 

corpus composed of the node sequence obtained by random walk has similar power-law 

distribution characteristics to the NLP corpus [11], corresponding to the small-world 

characteristics of the real network, indicating that the node sequence can effectively describe 

the network structure information, and then use Word2vec The Skip Gram model in, learns 

the representation of nodes in the network, and accelerates the training process through the 

Hierarchical Soft max model. 

The Node2vec [15] algorithm is improved based on DeepWalk. In DeepWalk, a random 

walk is to randomly and uniformly select the next node from the neighbor nodes of the 

current node. And Node2vec designed two parameters p and q, p controls the probability of 

jumping to a node, and q controls the probability of jumping to a neighbor node that is not the 

previous node, and thus controls the tendency of random walk. If        ， then the 

wandering breadth is first traversed, and the local information is emphasized. If       
   then wandering is a depth-first traversal, focusing on portraying global information. 

Although the addition of the bias parameter increases the calculation amount of the algorithm, 

it makes the algorithm more scalable. 

The above algorithm based on random walk mainly considers the first-order distance of the 

network (two nodes have direct edges), and the LINE [16] algorithm proposes the concept of 

the second-order distance of the network (two nodes have a common neighbor node). To 

enrich the representation of nodes with more neighborhoods, the GraRep algorithm extends 

the first-order and second-order distances to n-order, defines the n-order distance matrix of 

the network, and uses the SVD algorithm to decompose the network's 1 to n-order matrix, and 

the characteristics of each node are represented by a combination of 1 to  . 

The TADW algorithm proves that Deep Walk is essentially the same as matrix 

factorization, and it introduces text features into network representation learning under the 

more mature matrix factorization framework. Suppose the adjacency matrix of the node is M, 

the algorithm decomposes M into the product of three matrices, where matrix T is a fixed text 

feature vector, and the other two matrices W and H are parameter matrices and use the 
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conjugate gradient descent method to update W and H The matrix solution parameters are 

shown in [Figure 1]. 

 

WTM TH

|V| k

ft

X X

 

Figure 1: Schematic diagram of TADW matrixes composition model 

The above are all popular algorithms of network representation learning technology, and 

these algorithms show good performance in the field of recommendation systems. Inspired by 

the DeepWalk algorithm, this paper proposes an improved algorithm. The two parts of 

random walk and network representation are improved respectively. The number of walk 

sequences and walk length is corrected. The attribute information is merged in network 

learning, and the output is finally used in the recommendation system, which effectively 

improves the recommendation performance. 

 

3. The proposed Algorithm 

In the original DeepWalk algorithm, each node performs a uniform random walk in the 

network, and then obtains a fixed-length, fixed-number walk sequence, and then learns the 

vector representation of the node through the Skip Gram model. This article improves on the 

DeepWalk algorithm. The specific steps of the improved algorithm are as follows: 

Improved algorithm 

Input graph   ( ，  ), random walk stopping probability P, maximum number of walks 

per node     , minimum number of walks per node     , context window size  , 

embedding dimension  , number of negative samples    , vertex attribute         . 

Output node vector-matrix  , node vector auxiliary matrix    , weight parameter vector 

  

1. Initialize  ,   , 

2. Iteratively calculate the importance of each node H 

3.              

4.        (          (   )，      ) 

5.                  

6.   = Random Walk (v，p) 

7. A Skip Gram（   ，A，k，  ，W，  ， ） 

8. End for 

9. End for 

10. Return W，  ，  
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In the improved algorithm, firstly, random walk sampling is performed based on the 

importance of the network to obtain the node sequence library, and the length of the stopping 

probability control sequence is set; then in the representation learning process, the attribute 

information is fused for learning. Finally, the learned vector is used to express the similarity, 

and then the recommendation task is completed. Because the improved algorithm adds 

random walk-related parameters and fusion attribute information to the original Deep Walk 

and does not involve the addition of other functions, the space-time complexity is unchanged. 

3.1. Random walk based on node importance 

Aiming at the problem of too many sampling points in the DeepWalk algorithm, the 

random walk strategy is redesigned. For the network node  , the number of walks    is 

calculated by considering the importance according to formula (6): 

      ( ( )           )   (5) 

Where      is the maximum number of random walks;      is the minimum number of 

random walks;  ( ) is the network importance of the node. To calculate the PageRank [17] 

value,  ( ) needs to be quantified numerically. The iterative formula is as follows: 

  ( )  
   

 
  ∑      ( )

  (  )

   (  )
   (7) 

Where   is the damping coefficient;   is the total number of nodes;  ( ) is the set of 

nodes associated with node v in the network;     ( ) is the degree of node v. Through the 

constant iteration through formula (7), the   ( ) value that finally stabilizes is the required 

 ( ). 
In addition, this article adds a stopping probability P to control the length of the walk 

sequence during the walk, that is, every time a node walks to the next node, there is a 

probability P to end the walk so that the node sequence generated by the walk is no longer Is 

the uniform length. 

Through the above improvements, the sampling times of important nodes are increased, the 

network structure can be better restored, and the sequence length is different, which is closer 

to the real situation. 

3.2. Representation learning of fusion attributes information 

After obtaining the node sequence library, this paper proposes an A Skip Gram model that 

uses attribute information to learn node vector representation in the representation learning 

stage. First, the auto encoder is used to adjust the attribute dimension of the node [18], and it 

is uniformly set to  , and the resulting attribute matrix is    , ∣  , where   is the node-set, 

and the attribute vector of node v can be expressed Is   . Then, the obtained attribute 

information matrix is merged into the representation learning, and the attribute information 

and the network structure are combined to obtain the fusion vector  ( ) of the two: 

 ( )  
    

    

     
           (8) 

Where    is the word vector of the hidden layer.    is the attribute weight of node  . In 

formula (8), when fusing the attribute information of the node,     is used for calculation 

without directly using the weight   , which can ensure that the part containing the attribute 
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information cannot be 0 anyway, thereby ensuring the node's The degree of participation of 

attribute information in model training. After the fusion vector  ( ) is obtained, it is used to 

replace the word vector    in the original text and the node auxiliary word vector   
  of the 

output layer to do the dot product to calculate the similarity between nodes   and  . 

After a random walk, the context set of node v can be sampled as         ( ). For node  , 

the words in         ( ) are all positive samples, and other words are all negative samples, so 

for            ( )  , the maximization objective function is as follows: 

( )  ∏          (( )) ∏    * +    ( )  (  ∣  )   (9) 

Where   is any word in the   context set. The conditional probability  ( ∣  )  in the 

original model is improved, and the calculation formula is as follows: 

 (  ∣  )  [ (     ( )
   

 )]
  ( )

[   ( ( )   
 )]

    ( )
   (10) 

Where   is the Sigmoid function;   ( ) is the flag bit, when positive sampling is   ( )  
 , negative sampling is   ( )   . Since the original Skip Gram model considers the distance 

between the context node and the center node at the end of the training, and for the 

recommendation system, the closer two nodes should have higher similarity, this paper 

introduces formula (10) The weight     , the weight coefficient is defined as follows: 

     
 

    ( (   )  )
      (11) 

Where  (   )  is the distance between nodes   and  . When   and   are directly 

connected,  (   )   ; when there is a node between the two,  (   )   , and so on. 

Extending the calculation conclusion of a single node v to the total corpus C, the objective 

function of maximizing all nodes is as follows: 

  ∏            (12) 

Substitute Eq. (9) and Eq. (10) for Eq. (12), and take the logarithm of (12) as the final function for 

the convenience of calculation: 

  ∑ ∑ ∑ {  ( )       (     ( )
   

 )  ,    ( )-     [    *      ( )        ( )   

 ( ( )   
 )]}

 
     (13) 

Let   find the partial derivatives of  ( ) and   
  respectively: 

  

  ( )
 0     

 ( )  .       
 ( )    ( )/  ( ( )   

 )]  
   (14) 

  

   
  0     

 ( )  .       
 ( )    ( )/   ( ( )   

 )] ( ) (15) 

For formula (14), to adjust the attribute weight of each node during the training process, 

the final updated parameters are    and   , so the partial derivatives of    and    are 

obtained respectively: 
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Assuming that the gradient update rate is η, the update results of      
  and    are: 

  
      

     
  

   
         (18) 

  
       

      
  

   
            (19) 

  
      

     
  

   
        (20) 

3.3. Application presentation result recommendation 

In the recommendation of homogenous graphs, the recommendation is based on the 

similarity of nodes, and it must be applied to represent the nodes in the form of vectors. 

According to the above calculation results, the vector representation of any node   can be 

obtained: 

                (21) 

To facilitate a unified measurement, the vector is first normalized by the L2 norm, and then 

the vector inner product is used to express the similarity of the two nodes. The final similarity 

calculation result is as follows: 

(   )  
     

∥∥  ∥∥  ∥∥  ∥∥ 
        (22) 

For a certain node, the similarity between the node and other nodes is calculated by the 

formula (22), and the nodes with high similarity are selected for recommendation according 

to the preset threshold after sorting. 

 

4. Experiment and Result Analysis 

4.1. Experimental data set 

The experiment selects three data sets for verification, namely Cora, Citeseer, and Blog 

Catalog. Among them, the Cora and Citeseer data sets come from the scientific publication 

network, and the Blog Catalog comes from the social network. Specific statistics are shown in 

Table 1. 

Table 1: Experimental dataset information 

Data set Number of nodes Number of sides Attribute dimension 

Citeseer 3327 4732 3703 

Cora 2708 5429 1433 

BlogCatalog 10312 333983 39 
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4.2. Comparison algorithm 

This paper selects the following four algorithms to compare with the algorithm of this 

paper: 

(1) DeepWalk. This algorithm is the ideological basis of the algorithm in this paper. It uses 

a uniform random walk to generate a sequence of nodes and uses the SkipGram model for 

network representation learning. 

(2) Node2vec. This algorithm improves the random walk part of DeepWalk to control the 

random walk bias. 

(3) GraRep. This algorithm is an extension of the LINE algorithm. It defines the n-th order 

distance matrix of the network and uses the SVD algorithm to decompose the network's 1 to n 

order matrices. The features of each node are represented by the 1 to n order feature splicing. 

(4) TADW. This algorithm is an extended algorithm of the DeepWalk algorithm. It 

integrates the text information feature matrix of the node into the matrix decomposition 

process, and finally concatenates the corresponding vectors in the two decomposed matrices 

as the final embedding representation of the node. 

4.3. Evaluation index 

The Area Under Curve (AUC) is used to evaluate the performance of the recommended 

system. In the calculation process, the following formula is used to reduce the computational 

complexity: 

     
∑               

 (   )

 

   
    (23) 

Where ∑       ran   is the sum of rank values of all positive samples; M is the number of 

positive samples; N is the number of negative samples. The closer the AUC value is to 1, the 

better the recommendation effect. 

4.4. Lab environment 

The experimental environment is Ubuntu 16.04, and Python 3.6.5 is used for algorithm 

development. To control the comparability of the output results in the experiment, the 

dimension of the output node vectors of all algorithms is set to 128 dimensions, and the 

cosine similarity is used to calculate the similarity between nodes. For the algorithm using a 

uniform random walk, it is stipulated that the number of walks of any node is 20, the 

sequence length is 40, and the other parameters are optimally set according to the experiment. 

In the improved algorithm,      is set to 40,      is set to 10, and the random walk 

termination probability P is set to 0.15. In the node embedded learning part, the context 

window size of DeepWalk, Node2vec, and the improved algorithm is set to 5, the learning 

rate is set to 0.01, and the number of negative samples is set to 4. For the GraRep algorithm, it 

is set to merge the information of the 1st to 4th orders to form a node vector, and the rest of 

the parameters are set in the original paper. For the TADW algorithm, other parameters 

except the node embedding dimension are set according to the original paper, and the node 

embedding vector that is iterated to stable is taken as the result. 
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During the experiment, 10% of the data set is selected as the test set, which is randomly 

selected under the condition that there are no isolated nodes in the training set, and the 

number of positive and negative samples in the test set is the same. 

4.5. Result analysis 

Change the number Ratio (R) of the training set so that it accounts for 40% to 90% of the 

data set, and the test set remains the same, all of which are set above. For different numbers 

of training sets, each algorithm is tested independently 10 times, and the average value is 

taken as the final result of the experiment. 

On the Citeseer data set, the accuracy comparison results of the five algorithms are shown 

in [Table 2]. It can be seen that the improved algorithm is better than other algorithms under 

different training set ratios, and the advantage is the most obvious when the training set ratio 

is 40%. 

Table 2: Comparison of results of the accuracy of five algorithms on the Citeseer dataset 

Algorithm 
 

     

 

     

 

     

 

     

 

     

 

     

 

     

DeepWalk                                           

Node2vec                                           

GraRep                                           

TADW                                           

Paper 

algorithm 
                                          

On the Cora data set, the accuracy comparison results of the five algorithms are shown in 

Table 3. It can be seen that the overall trend is the same as the Citeseer data set. The 

algorithm in this paper still has the best performance and has a lower ratio in the training set 

In this case, the advantages are more obvious. 

Table 3: Comparison results of the accuracy of the five algorithms on the Cora data set 

Algorithm                                     

DeepWalk                                     

Node2vec                                     

GraRep                                     

TADW                                     

Paper 

algorithm 
                                    

On the BlogCatalog data set, the accuracy comparison results of the five algorithms are 

shown in Table 4. Combining the results from the three data sets, it can be seen that the 

algorithm in this paper has a better recommendation effect than other algorithms, and the 

advantage is more obvious when the ratio of the training set is small. The main reason is that 

the algorithm can better solve the cold start problem. 
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Table 4: Accuracy comparison results of 5 algorithms on blog catalog dataset 

Algorithm                                     

Deep Walk                                     

Node2vec                                     

GraRep                                     

TADW                                     

Paper 

algorithm 
                                    

To verify the modified effect of the improved random walk strategy on the sampling 

sequence, the Blog Catalog data set is selected for experimentation. Set max T to 40, min T to 

10, and random walk termination probability to 0.15. It can be seen that the improved random 

walk strategy better retains the characteristics of the network structure. 

Perform parameter sensitivity analysis on the algorithm on the Blog Catalog data set. This 

article analyzes the max T and min T parameters and adjusts the other parameter while fixing 

min T or max T respectively for experimentation. As shown in [Figure 3], min T has a greater 

impact on the AUC value. 

Perform a sensitivity test on the termination probability P of the random walk part, and set 

P to be 0.05, 0.10, 0.15, 0.20, 0.25, and 0.30. According to the results, the smaller the 

termination probability, the larger the AUC value, but at this time the walk length is longer, 

and the corresponding calculation amount will increase. Therefore, the recommendation 

effect and calculation cost should be considered comprehensively during the experiment. 

Since the algorithm in this paper introduces the weight of the distance between the context 

node and the center point when calculating the node similarity, it is necessary to perform a 

parameter sensitivity analysis on the window size k of the A Skip Gram model, and the 

window size is set to 1, 3, 5, and 7 in turn. , 9, 11, 13, 15. With the continuous increase of the 

window, the AUC value shows a trend of first increasing and then decreasing, indicating that 

the window is too large or too small will affect the characterization effect of the node network 

characteristics. 

The AUC value of the paper algorithm when the embedding dimension d of the test node is 

16, 32, 64, 128, and 256, and the other parameters are all set above. The experimental results 

on the Blog Catalog data set can be seen when the embedding dimension is 128 AUC to Get 

the optimal value. 

4. Conclusion 

However, because the cut-off probability set in the random walk part of the algorithm is 

randomly generated, it can be associated with the walk length after further improving the 

accuracy of the recommendation. 

According to the connection relationship in the network structure, the vector representation 

of the node is obtained, and then the vector representation of the node is applied to the 

recommendation algorithm to effectively improve its modeling ability. Aiming at the 

homogeneous network in the recommendation system, a network representation learning 

recommendation algorithm combined with a random walk is proposed. Based on the 

DeepWalk algorithm, in the random walk process, the number of node walk sequences is set 

according to the importance of the node, the termination probability is set to control the walk 

length to optimize the sampling results, and the SkipGram model is integrated with the node 

attribute information during the network representation learning process. While considering 
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the distance between the context node and the center node to obtain a more accurate 

recommendation result. Experimental results show that this algorithm has higher 

recommendation accuracy than DeepWalk, Node2vec, and other algorithms, and it can better 

solve the cold start problem. 
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